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Abstract

We describe the second-moment properties of the components of international capi-

tal flows and their relationship to business cycle variables for 22 industrial and emerging

countries. Inward flows are procyclical. Outward and net flows are countercyclical for

most industrial and emerging countries, except for the G7. Results for individual flows

are ambiguous except for inward FDI flows that are procyclical in industrial countries,

but countercyclical in emerging countries. Using formal statistical tests, we find mixed

evidence of changes in the covariance and correlation of capital flows with a set of macroe-

conomic variables in the G7 countries. We detect significant increases in the variance of

all flows.
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1 Introduction

What are the cyclical properties of international capital flows? Do inward and outward flows of foreign

direct investment (FDI) increase or decrease during recessions? Are certain flows more influential than

others in determining the procyclical behavior of net inward flows? Has financial globalization changed

the cyclical behavior of capital flows?

Most empirical research on capital flows has focused on aggregate net flows, flows between par-

ticular country pairs, and single components of flows, such as FDI or debt. However, a systematic

analysis on the behavior of all types of capital flows at the business cycle frequency is still missing.

Unlike the existing literature, which has examined the time-series properties of the components of in-

ternational capital flows (Claessens, Dooley, and Warner, 1995), our focus is on their second-moment

properties and on the relationship between capital flows and business cycle variables in source and

destination countries. We adapt an idea originally suggested by Doyle and Faust (2005) – and revis-

ited in De Pace (2008) – in the context of the international business cycle literature, and use formal

statistical tests for changes in the volatility of capital flows and in comovement measures between

flows and macroeconomic variables.

We delineate stylized facts on the cyclical properties of disaggregated capital flows for at least

three reasons. First, we know that capital flows from developed economies to emerging markets are

more volatile than flows entering developed economies (Broner and Rigobon, 2005). However, we

know little about how the composition of capital flows contributes to the observed heterogeneity in

the risk-sharing experience of countries at different stages of financial development (Kose, Prasad,

and Terrones, forthcoming). Second, international capital flows can be seen as adjustments to country

portfolios in response to investment decisions and exogenous shocks. By empirically characterizing

the second moments of these flows, we provide a set of stylized facts that can be used for calibration

of DSGE models to match the basic features of country portfolios (Devereux and Sutherland, 2006;

Tille and van Wincoop, 2007).1 Third, from a different perspective, we provide facts that should

be valuable for answering policy-related questions concerning the dynamics of international capital

flows following specific economic events. For example, will a recession in the G7 countries reduce the
1Tille and van Wincoop (2007) theoretically show that the two most important causes of capital flow movements are

portfolio growth due to time-varying expected returns and portfolio reallocation associated with time-varying second
moments. However, they also note that fluctuations in second moments affect capital flows only to the extent that they
affect the portfolio choice of domestic and foreign investors differently.
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size and type of capital flows to emerging countries, and therefore constrain their ability to access

international liquidity? Will this further reduce developed countries’ demand for emerging market

goods, as a propagation mechanism? Or, will it give northern investors an incentive to invest in

southern countries?

We analyze 22 OECD and emerging countries for which we have quarterly data over the period

1992-2005.2 Within this group we devote particular attention to the G7 countries, for which we have

quarterly data from 1975.3 We collect time series on total net flows and disaggregated gross flows and

consider the ratio between each flow and domestic GDP.4 We then pick three (transformations of)

macroeconomic variables: the logarithm of real GDP, the ratio between gross fixed capital formation

and GDP, and the real interest rate. For each transformed macroeconomic and capital flow series we

estimate cyclical and trend components using standard filtering techniques. We then study second-

moment properties and structural shifts, and recursively estimate the time evolution of the former

using a five-year rolling windows. In Section 3, we discuss the three methods we adopt to determine

the breaks. In Section 4, we describe how capital flows relate to business cycle measures and test for

significant shifts in their second moments over three sets of breaks. Section 5 concludes.

At the aggregate level, we find that: (1A) Inward flows are procyclical. (1B) Outward flows are

generally countercyclical with respect to GDP and investment in industrial countries, but procyclical

for the G7 countries. (1C) Net flows are countercyclical with respect to GDP and investment. At the

disaggregate level, we show that: (2A) Inward FDI tends to be procyclical in industrial countries and

countercyclical in emerging countries. Outward FDI is procyclical in industrialized countries. (2B)

Inward FPI tends to be procyclical only in the G7 economies. (2C) Inward debt is procyclical in

most countries. Finally, our analysis indicates that: (3A) Capital account liberalization and financial

globalization are not associated with systematic changes in the second-moment properties of the
2These countries are among the largest sources and destinations of capital flows. OECD countries: Canada (CAN),

Denmark (DEN), Finland (FIN), France (FRA), Germany (GER), Italy (ITA), Japan (JAP), Norway (NOR), Portugal,
(POR), Spain, (SPA), Sweden (SWE), United Kingdom (UK), United States (US). Emerging countries: Argentina
(ARG), Brazil (BRA), Indonesia (IND), Mexico (MEX), Peru (PER), Philippines (PHI), South Korea (SKO), Thailand
(THA), Turkey (TUR).

3G7 countries: Canada, France, Germany, Italy, Japan, United Kingdom, United States.
4We analyze up to eleven flow series for each country: inward FDI (iFDI), inward FPI (iFPI), inward debt (iDebt),

and total inward flows (iTot); outward FDI (oFDI), outward FPI (oFPI), outward debt (oDebt), and total outward flows
(oTot); net total flows (noTot), defined as outward flows net of inward flows; net FDI (noFDI), net FPI (noFPI), net
debt (noDebt), defined analogously. These variables are described in the data appendix.
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different types of capital flows, with the exception of a general increase in the standard deviations.5

2 Background on the Properties of Capital Flows

In this section we motivate our research on the second-moment properties of disaggregated flows.

2.1 Looking at Disaggregated Flows

Issues of data availability have limited the empirical literature. Past research concentrated predomi-

nantly on net inward flows, i.e., the difference between inflows and outflows. In fact, net flows have

historically been the only form in which the components of the capital account were reported.6 How-

ever, as argued in Lipsey (1999), Rothenberg and Warnock (2006), and Kose, Prasad, and Terrones

(forthcoming), there exists a strong case for also looking at gross disaggregated flows. This is now

possible, since the data series on disaggregated flows are long enough and usually available, although

they may occasionally be plagued by problems of cross-country heterogeneity in data reporting.

Many international transactions involving financial instruments – for example, bank loans, gov-

ernment securities, bonds, and equity – are channelled through markets with numerous buyers and

sellers, standardized contracts, and publicly available prices. The market structure often approximates

perfect competition. FDI, however, is not observed in financial markets. Rather, it is the result of

financial and industrial decisions, internal to the firm, that may have real implications potentially

unrelated to purely financial variables. As pointed out by Lipsey (1999), “a comparison of net direct

investment flows with aggregate net international investment misses much of the significance of direct

investment”. Outward FDI flows are registered as generated by firms incorporated in the reporting

country, whereas inward direct investment flows represent the activity of foreign firms based in the

host economy. These flows are categorized by the IMF as investment abroad and investment in a

country, respectively.7 On the other hand, much FPI moves across organized exchanges, reflecting

investors’ preference for risk, diversification strategies, and portfolio biases may vary across countries.
5In this work a single capital flow is said to be procyclical (countercyclical) with respect to a reference macroeconomic

variable if the correlation coefficient of the cyclical component of the ratio between that capital flow and GDP and the
cyclical component of the reference macroeconomic variable is positive (negative).

6Even today some transactions are observable only as simultaneous flows of the opposite sign. For example, purchases
of short term debt.

7Investment abroad (oFDI) data can be negative when repatriation of foreign investment is larger than new investment.
This is a case that occurs in our dataset and that has been observed in countries affected by financial crisis, such as
Indonesia after the Asian crisis. Such situations need to be treated carefully in empirical work.
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A few authors have argued that, by considering net flows, we may miss important nuances in the

data that are likely to affect the way we interpret empirical results. For example, Rothenberg and

Warnock (2006) look at gross flows and show that about half of the observed sudden stops (retreat

of global investors) are actually episodes of sudden flights of local investors, associated with economic

slowdowns and currency depreciations. Kose, Prasad, and Terrones (forthcoming) and Devereux and

Sutherland (forthcoming) make a similar point. They discuss emerging markets’ ability to share risk

and conclude that this ability could be dependent, to some extent, on the composition of flows.

2.2 Related Literature

This work is related to two branches of literature. The first branch includes a growing body of studies

in applied macroeconometrics and international business cycles – e.g., McConnell and Quiros (2000),

Ambler, Cardia, and Zimmermann (2004), Heathcote and Perri (2004), Doyle and Faust (2005),

Fogli and Perri (2007), and references therein – that examine changes in domestic volatility and

cross-country correlation of macroeconomic aggregates. Doyle and Faust (2005) find falling volatility

in macroeconomic variables for G7 countries through formal statistical tests based on parametric

bootstrap techniques, but no systematic changes in measures of cross-country comovement over time.

De Pace (2008) revisits their approach to describe comovement changes in international business cycles

within currency unions and free trade areas. In this work we use similar methods to make inference

on volatility changes of capital flows and on correlation and covariance shifts between capital flows

and macroeconomic aggregates. The second branch studies the determinants of international capital

flows and how their volatility features are related to the performance of emerging markets in terms

of growth. One strand examines the changes in the price of capital, e.g., Uribe and Yue (2006),

Neumeyer and Perri (2005), and their effect on the business cycles of recipient countries. A second

strand considers the variations in net capital flows and returns associated with financial integration

(e.g., Broner and Rigobon, 2005, Neumann, Penl, and Tanku, 2006). A third strand, within which

financial assets and liabilities are interpreted as country portfolios, focuses on the macroeconomic

implications of financial integration (e.g., Devereux and Sutherland, 2006, Devereux and Sutherland,

forthcoming, and Tille and van Wincoop, 2007).

A small set of articles studies the cyclical properties of certain types of capital flows and provides

a direct term of comparison to our work. Kaminsky, Reinhart, and Vegh (2004) collect yearly data
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on 105 economies and find that net capital inflows are procyclical in most OECD and developing

countries. Since disaggregated capital flows data for such a large number of countries do not exist, the

authors cannot derive further results for gross flows or for the disaggregated components. Pintus (2007)

notes that the empirical evidence in Kaminsky, Reinhart, and Vegh (2004) contradicts the standard

neoclassical prediction that countercyclical capital flows should function as conduits for international

risk-sharing.8 Kose, Prasad, and Terrones (forthcoming) show that industrialized countries are able to

achieve some modest risk-sharing. They also find that emerging markets actually experience increasing

consumption volatility even as financial integration increases.9 There may be a variety of reasons

explaining the lack of international risk sharing observed in the data. Pintus (2007) suggests that

endogenous borrowing constraints might boost aggregate volatility in developing countries. Another

explanation is that the relationship between financial integration and risk-sharing may be nonlinear,

so that a threshold level of financial development is required before efficient risk sharing can be

achieved.10

Three recent pieces of research look at the second moments of types of flows. Levy-Yeyati, Panizza,

and Stein (2007) study the cyclical nature of north-south FDI.11 They consider the United States,

Europe, and Japan, and find that outward FDI is countercyclical with respect to output and interest

rate cycles in the United States and Europe, and mildly procyclical in Japan. They also find that

FDI and local investment in the source country are negatively correlated. Using a more systematic

approach, Levchenko and Mauro (2007) look at 142 countries over the 1970-2003 period and show that

(a) FDI is the least volatile type of capital flow and that (b) different types of flows behave differently

over episodes of sudden stops, with FDI being remarkably stable. They also show that bank lending

flows drop dramatically and take a long time to recover after those episodes. Smith and Valderrama

(forthcoming) focus on emerging-market countries and consider disaggregated inward flows data to
8Theoretically, under the assumption of complete markets, cross-country consumption growth rates should be perfectly

or highly correlated, fluctuations in consumption should be more highly correlated across countries than fluctuations
in output, and the correlation of consumption growth rates with world output growth rates should be higher than
with domestic output growth rates. These theoretical predictions find mixed support in the data, though. In fact,
most studies find either limited risk-sharing (among industrialized countries) or none at all (for emerging-market and
developing countries).

9They suggest that this may be due to inappropriate use of capital flows to bolster current consumption growth,
rather than to deepen domestic investment.

10The recovery of emerging-market economies after the Asian crisis may push these countries over that threshold and
allow them to manage capital flows more efficiently for growth and risk-sharing so that, in the next few years, evidence
of risk-sharing may become more apparent.

11They use bilateral yearly data for 22 source and 56 destination countries based on the OECD International Direct
Investment Statistics database.
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find that (a) gross capital inflows tend to be positively correlated with domestic investment, (b) the

components of flows have diverse cyclical properties (debt and portfolio flows are more correlated with

investment than with GDP, whereas FDI is more correlated with GDP), and (c) each type of financial

flow is individually more volatile than the sum of the flows, suggesting some degree of substitutability

across flows. In their paper they construct a small open-economy model with borrowing constraints

and a countercyclical financing premium to explain these stylized facts.12

2.3 An Informal Interpretation Using a General Equilibrium Theory of Country

Portfolios

Country portfolios can be modeled in both a partial and a general equilibrium framework. The former

does not allow for potentially important interactions between macro aggregates and capital flows.13

Instead, although with a higher degree of complexity, these interactions can be accounted for within

a general equilibrium model. In this section we sketch a stylized model similar to that described in

Devereux and Sutherland (2006) to show how capital flows can be interpreted from a country portfolio

perspective.

Take a two-country world with home and foreign agents holding portfolios of assets.14 With n

assets, define a vector of returns, r′t = [r1,t, r2,t, ..., rn,t]. The home representative agent selects asset

holdings, q′t = [q1,t, q2,t, ..., qn,t], by maximizing her discounted utility, Ut = Et
∑∞

τ=t βτ−t [u(Cτ )]+g(·),

subject to the budget constraint Ct +
∑n

i=1 qi,t = Yt +Dt +
∑n

i=1 ri,tqi,t−1, where Yt is total disposable

income expressed in terms of the home consumption good, Dt is the dividends paid by domestic

firms, Ct is aggregate consumption, and g(·) captures those parts of the preference function that

are not relevant for the portfolio problem. The total value of the n assets is the home country’s

Net Financial Position, NFAt. Given that
∑n

i=1 qi,t = NFAt, the constraint can be rewritten as

Ct+NFAt = Yt+Dt+r′x,tqt−1+rn,tNFAt−1, where r′x,t=[(r1,t − rn,t) , (r2,t − rn,t) ..., (rn−1,t − rn,t)] =

[rx,1,t, rx,2,t, ..., rx,n−1,t] is a vector of excess returns, with the nth asset used as a numeraire. Then, the

12Another way of differentiating these flows is suggested by Goldstein and Razin (2006), who, using an agency theory
approach, model the difference between FDI and FPI as a trade-off between ownership or direct management and
delegation of control.

13It is difficult to neglect that gross asset holdings affect new wealth through the agents’ budget constraints and that
these, in turn, affect the first-order conditions for intertemporal and intratemporal allocations.

14One could think of the “foreign” country as the “rest of the world”.
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optimization problem has n− 1 first-order conditions, {Et [u′(Ct+1)ri,t+1] = Et [u′(Ct+1)rn,t+1]}n−1
i=1 .15

The foreign consumer faces correspondingly identical first-order conditions, with qt = −q∗t .
16

If we assume n = 3, reinterpret assets 1, 2, and 3 as noFDI, noFPI, and noDebt, and rewrite the vec-

tors of holdings and returns as q′t = [qnoFDI,t, qnoFPI,t, qnoDebt,t] and r′t = [rnoFDI,t, rnoFPI,t, rnoDebt,t],

the model above can be used as a benchmark for studying the dynamics of different types of capital

flows from a country portfolio perspective and within a general equilibrium framework.17 In this way,

international capital flows can be seen as adjustments of optimal shares in each country’s portfolio,

i.e., as the response to exogenous shocks in terms of portfolio allocation. Individual assets and more

disaggregated capital flows could then be modeled and analyzed using a similar approach.

However, the current state of country portfolio literature is not sufficiently advanced to provide

robust theoretical predictions about the movements of different types of capital flows in response to

macroeconomic shocks. Our empirical results may represent a benchmark for linking theory to data.

3 Breakpoint Analysis

Recent literature has investigated empirical methods to determine whether the volatility of aggregate

macroeconomic variables – such as GDP, consumption, and investment – has declined over time.

In this vein, we make make inferences on changes in volatility and comovement measures using a

nonparametric bootstrap procedure described in De Pace (2008). Breaks are chosen on the basis of

three different methods: using methods I and II, we impose exogenous breaks based on past empirical

research and specific economic events, using method III, we estimate breaks at unknown dates via a

recursive Chow test procedure and bootstrap techniques.

3.1 Method I - Breaks in Capital Account Liberalization Measures

Using the first method we choose breaks from changes in the indices of capital flow liberalization

in the G7 countries [Table 1]. We use the three variables constructed by Kaminsky and Schmukler

(forthcoming) to capture liberalization in capital accounts, domestic financial markets, and stock
15The nonlinearity of these equations rarely allows for explicit solutions, though. Devereux and Sutherland (2006)

and Tille and van Wincoop (2007) provide solution methods for a wide class of DSGE models, using higher-order
approximations for the country portfolio part of the system of equations.

16The asterisk denotes foreign consumer’s asset holdings.
17The net position in each of the three assets can be positive or negative, so that the home country can be short or

long in FDI, FPI, and debt.
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markets.18 The resulting financial liberalization indicator is the mean of the measures of liberalization.

Each measure may get one of three possible qualitative values: none, partial, or full. The levels are

coded numerically and averaged to yield a single numerical level of financial liberalization. We use

the dates of changes in the level of capital account controls as exogenous breaks to estimate shifts in

variances, correlations, and covariances.

G7 countries fully liberalized their capital accounts between 1975 and 2005. From the liberalization

data, Canada experienced a single break in the mid-1970s, Germany in the early 1980s. France, Italy,

and the United States exhibit two breaks each, whereas the United Kingdom has three and Japan

four. Each break corresponds to an increase in liberalization from none to partial, or to full, that

occurred within the sample. All the G7 countries achieved full capital account liberalization by the

first quarter of 1992. We choose a single break for each country, corresponding to their most recent

liberalization episode.

3.2 Method II - Doyle and Faust (2005) Breaks

We use the results on the growth rates of GDP, investment, and consumption in G7 countries presented

by Doyle and Faust (2005) [Table 1] to determine break dates under Method II. Doyle and Faust (2005)

estimate three breaks for each variable. The three breaks are found roughly at the beginning of the

1970s, the 1980s, and the 1990s. The break in the 1970s is not relevant for our analysis, since our

dataset starts in 1975:Q1. The break in the early 1980s is close to the episodes of capital account

liberalization for some countries in the sample. Therefore, we focus on the third break (1992:Q2

for GDP, 1993:Q1 for investment and consumption), which we consider as a kickoff of “financial

globalization”.19

3.3 Method III: Breaks at Unknown Dates

We estimate the best simple univariate AR (K) model for the generic capital flow series, st:

st = µ + ΣK
k=0αkst−k + εt, (st)

18See Contessi, De Pace, and Francis (2008) for further details
19Heathcote and Perri (2004) use an earlier date, i.e., 1985.
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where εt is a serially uncorrelated, possibly heteroskedastic, random error term; µ is the intercept

term, and α0 = 0. The conditional variance of st is V ar (st|st−k; k = 1, ...,K) = V ar (εt) = E
(
ε2
t

)
−

[E (εt)]
2 = E

(
ε2
t

)
. We look for a break in V ar (εt) and constrain it to occur in the middle 70 percent

of the sample. We run a sequence of recursive Chow tests for breakpoint estimation and use a fixed-

regressor grid-bootstrap procedure to derive the first-order asymptotic distribution for the statistics

of interest, as described in the Technical Appendix.

All the significant breakpoints in the conditional variances of inward, outward, and net total flows

occur later than the breakpoints in output, consumption, and investment detected by Doyle and Faust

(2005) (see Table 1), and later than the episodes of capital account liberalization we consider. We

find breaks in the late 1990s and in early 2000/2001.

3.4 Changes in Second Moments

In the next sections we describe the statistical methods we employ to make inferences on the signifi-

cance of second moments and their changes.

3.4.1 Testing for Changes in Variance, Covariance, and Correlation

We use a version of a nonparametric bootstrap to test for second moment changes in time series pairs

(covariances and correlations), or in single time series (variances).20 We bootstrap nonparametrically

the difference between second moments over two subsequent subsamples. The breakpoint, Br, is

exogenously given (Method I and II) or detected through the previously described recursive procedure

(Method III).

Let θ be the parameter under investigation, θ1 its true value over the first sample, and θ2 its

true value over the second sample. In this paper, θ can either be the variance, the covariance, or the

correlation coefficient. We test whether the parameter shift, ∆θ = (θ2 − θ1), is statistically significant.

Formally, we consider the statistical test with size (1 − α) ∈ (0, 1), H0 : ∆θ = (θ2 − θ1) = 0 against

the alternative H1 : ∆θ = (θ2 − θ1) 6= 0.

We base statistical inference on the construction of two-sided α-level confidence intervals from the

bootstrap distribution of ∆̂θ.21 We can thus test for significant shifts and directly infer the sign of
20We follow De Pace (2008). See the Technical Appendix in this paper for a more detailed discussion of the technique.
21We always refer to two-sided equal-tailed confidence intervals. They are equal-tailed because they attempt to place

equal probability in each tail.
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their direction. We apply the bootstrap to the data and use bootstrap iteration to estimate confi-

dence intervals with improved accuracy.22 That is, we derive iterated bootstrap percentile confidence

intervals and iterated bias-corrected (BC) percentile confidence intervals, as described in DiCiccio,

Martin, and Young (1992). We determine significant shifts at the 5 percent or 10 percent level to be

a sign of parameter instability.

3.4.2 Testing for the Statistical Significance of Correlations

The same technique is used to test for the statistical significance of correlations between reference

macroeconomic series and capital flows. This time, we test the null hypothesis H0 : θ = 0 against

H1 : θ 6= 0, where θ is the unconditional correlation between two variables. The algorithm of the

bootstrap works as in the case outlined in the previous section, with the exception that it is applied

over the full sample, T , to compose the bootstrap distribution of the correlation coefficient estimator,

θ̂. A second round of bootstrapping (bootstrap iteration) is used to estimate the coverage error of

percentile confidence intervals, construct accurate bootstrap percentile confidence intervals, and make

reliable inference on θ.

4 Empirical Evidence and Results

Gross capital flows among industrialized countries expanded 300 percent between 1991 and 2000. This

increase exceeds growth in real GDP (approximately 46 percent for the G7 countries) and growth in

the volume of international trade (approximately 173 percent) by an order of magnitude (Evans and

Hnatkovska, 2005). In this section, we describe the evolution of the second moments (variance and

covariance/correlation with business cycle variables) for a set of disaggregated capital flows. We

include 12 flows: inward FDI, FPI, debt, and total flows; outward FDI, FPI, debt, and total flows, as

well as net flows, for each of the 22 countries in the sample.
22We resample blocks of random length. Length is sampled from an independent geometric distribution whose expected

value equals the expected block size. The original series should be wrapped around a circle to fill blocks going past the
last observation. Optimal expected length is estimated through an inner (smaller) bootstrap procedure. This resampling
scheme is known as a stationary bootstrap.
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4.1 Capital Flows: Levels and Standard Deviations

We find that both inward and outward FDI and FPI in the G7 countries exhibit an increasing trend

beginning in the mid-90s, with peaks in the late 1990s and early 2000.23 Debt flows have high

volatility, but no clear pattern, except for an upward trend in the United States. Five-year rolling

standard deviations (SDs) generally exhibit an inverted U-shape, due to the boom in capital flows in

the late 1990’s. FDI flows have the lowest volatility in the G7 countries. The SD of inward debt flows

is high and rising roughly throughout the sample in Canada, Italy, and the United States. The SD

of outward debt flows trends upwards in Italy and the United States only. In the other G7 countries,

instead, the SD of debt flows displays an inverted U-shape.

The other six OECD countries show similar patterns. FDI and FPI generally increase between

the late 1990s, decline in the early 2000s, then increase again to late 2005. Corresponding rolling SDs

also have an inverted U-shape. The volatility of debt flows is more broadly increasing, however. FDI

shows more stability, with a few exceptions (e.g., the Scandinavian countries). Debt flows are the

most volatile flows in the OECD countries.

Considering total gross and net flows for the G7 countries, inward and outward flows are dominated

by movements in debt. There is only a mildly increasing trend in inward and outward flows, whereas

net flows do not exhibit much of a trend.24 One exception is the United States, where net flows are

downward sloping from the early 2000s. The volatility of inward and outward capital flows increases

throughout the sample for most of the countries. On the other hand, there seems to be little trend

in the volatility of net flows, with the exception of France and the United States (whose SDs are

increasing), and the United Kingdom (which experiences a decreasing volatility).

Patterns are different and not easily detectable in emerging-market countries. There is no clear

trend for inward flows. Some countries have an inverted U-shaped volatility that peaks in the early

2000s. Debt is still the most volatile flow, but inward FDI is not the most stable. Inward flow volatility

is bigger than that of outward flows in most emerging economies. Net flows are predominantly negative

and their volatility appears to be driven by that of inward flows.

This informal piece of analysis confirms some established facts in the empirical literature about

capital flow trends and volatilities. (a) Net capital flows exhibit a slightly increasing trend for most
23See the online appendix for this paper (Contessi, De Pace, and Francis, 2008).
24Contessi, De Pace, and Francis (2008).
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G7 countries, with the exception of the United States, where they show a marked downward trend.

(b) Net flows in the rest of the OECD and emerging-market economies are predominantly negative.

(c) Net flow volatility is lower than both inward and outward flow volatility for most G7 countries,

but not, in general, for the OECD and emerging-market countries. (d) Debt is the most volatile of the

three types of capital flows. (e) FDI is the most stable flow in most OECD countries. (f) Volatility

shows an inverted U-shaped pattern for most disaggregated flows and for total inward flows.

4.2 Correlations with Business Cycle Variables

In this section we discuss the correlations between the cyclical components of capital flows and four

reference business cycle variables – GDP, the ratio between gross fixed capital formation and GDP,

and the real interest rate – for the 22 countries in the sample. Results are reported in Figures 1

through 3 and Tables 3 through 12.

4.2.1 Recursive Correlations

We measure correlations recursively over the samples 1975-2005, 1981-2005, 1986-2005, 1996-2005, and

2001-2005. These recursive correlations (Figures 1 and 2) are computed backward.25 The graphical

representation we provide allows us to assess the evolution of correlations over the years during which

financial globalization intensified and to compare G7 countries and emerging economies, for which

quarterly series are much shorter, in the same plot.

In the G7 countries, (see Figure 1), inward FDI, FPI, and debt are generally positively correlated

with real GDP. Inward FDI, in particular, is strongly procyclical. However, the only general conclusion

we can make is that procyclicality has increased for most G7 countries and for most disaggregated

capital flows since 1996. There seems to be some instability in the correlations, though, which can

also be observed in the correlations between disaggregated capital flows and GDP or investment for

all the economies we study (see also Figure 2). Aggregate flows show similar patterns (Figure 3), with

the correlations between total flows and both GDP and investment frequently switching sign over the

samples.
25For example, the observation corresponding to the period 2001-2005 in the case of iFDI and GDP (Figure 1) is the

correlation between the cyclical components of iFDI/GDP and GDP over the period 2001:Q1-2005:Q4. The observation
corresponding to the period 1996-2005 is the correlation computed over the period 1996:Q1-2005:Q4. Hence, rolling
backward.
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4.2.2 Correlations over the Full Sample

We look at the correlations between the cyclical components of disaggregated capital flows and real

GDP, investment to GDP ratio, and real interest rate (Tables 6 through 14) over the period 1992-

2005. For the G7 countries we also look at the periods 1975-2005 and 1975-1992. Bold figures are

significantly different from zero at least at the 10 percent level. To determine that a particular flow is

procyclical (a plus sign in the tables), countercyclical (a minus sign), or uncertain (a question mark)

over the sample and with respect to a reference macroeconomic variable, we use a simple rule of

thumb. A flow is procyclical (countercyclical) if the conditions that follow are met: (i) a majority

of significant correlations is positive (negative), and (ii) a majority of nonsignificant correlations is

positive (negative), or (iii) a majority of correlations is positive (negative), if none is significant. If these

conditions do not hold, capital flows do not exhibit a consistent correlation with the macroeconomic

variable of interest. A summary of the results is given in Table 12.

Aggregate Flows. We consider aggregate inward, outward, and net flows first and find that:

(1A) Inward flows are procyclical in both industrial and emerging-market countries, as well as in the

G7 countries, with respect to GDP and investment. They are countercyclical with respect to the

real interest rate only in the emerging-market economies. (1B) Outward flows are countercyclical in

industrial countries with respect to GDP and investment, but are procyclical in the G7. In emerging-

market countries outflows are countercyclical with respect to GDP, but procyclical with respect to

investment. Outward flows are also countercyclical with respect to the real interest rate in emerging-

market countries. (1C) Net flows are countercyclical with respect to GDP and investment for both

emerging and industrial countries, including those in the G7. Net flows are procyclical in emerging

market and in the G7 countries with respect to the real interest rate, and countercyclical in the rest

of the OECD countries.

Disaggregated Flows. We find the following patterns by looking at the components of capital

flow: (2A) Inward FDI tends to be procyclical in industrial countries with respect to all three reference

macroeconomic variables and countercyclical in emerging-market countries with respect to GDP and

the real interest rate. Outward FDI is procyclical in industrial countries, particularly in the G7

economies. (2B) Inward FPI tends to be procyclical in the G7. (2C) Inward debt is procyclical in

most countries. Net debt is procyclical in the G7 and emerging-market economies with respect to

investment.
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Net Financial Asset Positions. As also reported in Lane and Milesi Ferretti (2007), all of

the emerging market and industrial countries in our sample have negative net financial asset positions

with the exception of France, Germany, Japan and Norway, predominantly due to the fact that almost

all countries have negative net debt positions. Net FDI positions are positive for all of our industrial

countries except Canada and negative for all of our emerging market countries. Most industrial

countries in our sample have positive net FPI positions while all emerging market countries except for

Argentina have negative positions.

The majority of disaggregated net capital flow positions are positively correlated with GDP, see

13, so that financial asset positions across all types of cross-border flows tend to improve during booms

and deteriorate during recessions. Interestingly, for the G7, correlations between inward or outward

disaggregated flows and GDP tend to have the same sign, whereas for the other countries in our

sample, the signs differ between inward and outward flows. Outward flows are predominantly counter-

cyclical and inward flows are generally pro-cyclical. One exception is for inward and outward debt

positions where debt flows are pro-cyclical in either direction. Looking at FDI positions in particular,

inward FDI tends to be counter-cyclical in emerging market countries which may be driven by fire-

sale opportunities or changes from local to cross-border financing by multi-national companies during

recessionary periods. Outward FDI is evenly split between pro and counter cyclical depending on the

particular emerging market country.

The significant heterogeneity in the cyclicality of the components of capital flows warrants more

careful study and casts doubt on whether stylized facts by broad growth status can be determined.

4.3 Shifts in Second Moments

In Tables 14, 15, and 16 we describe inferences on the changes of correlation and covariance between

net, gross, and disaggregated capital flows and the reference macroeconomic variables in the G7

countries. Breakpoints are imposed using the three methods described above. These tables also

report results on the variance changes pertaining to both flows and macroeconomic series.

Most point estimates of variance shifts in GDP are negative. Many of these changes are significant

at the 10 percent level at least. The negative variations are most likely linked to the Great Moderation,

the fall in the variability of real output and the reduction in the severity of economic shocks that
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occurred in the G7 and other industrialized countries roughly during the 1980s.26

Variance Changes. Variance point estimates generally increase over the breaks for net, total,

and disaggregated flows. The vast majority of these variance switches is also statistically significant.

This finding is consistent with previous evidence reported in the empirical literature and might suggest

the existence of an underlying common factor affecting the volatility properties of total inward and

outward flows across the countries. The existence of such a factor would not emerge, however, if we

only considered net flows (as in Kaminsky, Reinhart, and Vegh 2004), for which case, in fact, we

observe less significant switches and several negative point estimates.

Correlation and Covariance Changes. Results are more heterogeneous across types of

flows and macro aggregates. In general, we cannot identify specific patterns. Pointwise, covariance

changes usually have the same sign as correlation changes, with relatively few exceptions, due to the

variations in the idiosyncratic components of the correlation coefficients. Furthermore, the proportion

of significant switches is modest.

5 Conclusion

We describe stylized facts regarding the second-moment properties of the components of international

capital flows and their relationship (covariance and correlation) to macroeconomic variables in 22

source and destination emerging and OECD countries. We find that capital flows exhibit heterogeneous

volatility properties, with debt being the most volatile and FDI the least volatile, at least in a majority

of countries. We show that: (a) inward flows are procyclical, outward and net outward flows are

countercyclical for most industrial and emerging market countries, whereas both inward and outward

flows are procyclical and net outflows are countercyclical in the G7 economies; (b) inward FDI is

procyclical in industrial countries, countercyclical in emerging countries; and (c) there is no clear

pattern of cyclicality for the other equity flows and debt.

Moreover, we run formal statistical tests to make inferences on the variations of volatility, covari-

ance, and correlation between capital flows and a set of macroeconomic variables in the G7 countries.

Second-moment shifts are mixed in sign over episodes of capital account liberalization and breaks in
26With positive covariances, a decrease in the idiosyncratic variability of macroeconomic variables may be a source of

increased correlations between those variables and capital flows. However, the net effect on correlation coefficients also
depends on the sign and size of the variance changes of capital flows and on the variations of their common variability
with the macro variable, as measured by covariances.
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the international business cycle. We detect a clear increase in the variance of all types of flows. We

estimate breaks at unknown dates in the conditional variance of each capital flow to find that they

differ significantly from the breaks associated with capital account liberalization and the breaks in

business cycles estimated in Doyle and Faust (2005).

Recent theoretical papers model the link between business cycles and the dynamics of capital

flows. However, there seems to be substantial uncertainty about the stylized facts. Our comprehensive

assessment of the second-moment properties of capital flows provides a benchmark set of results useful

for further theoretical and empirical work in this area.
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Appendix

A Data

Capital Flows. We collect quarterly data from 1975:Q1 to 2005:Q4. If available, we take them from

International Financial Statistics, published by the IMF. We use quarterly nominal GDP from the IFS

to norm capital flow series. Quarterly GDP is reported in national currencies. For each country we

convert national currencies into US dollars using end-of-period market exchange rates (also reported

in the IFS). For Euro area countries, we use original national currencies (franc, deutsche mark, and

lira) until the introduction of the Euro (January 1, 1999). Then we use fixed national currency

factors to determine the Euro rate. We collect FPI, FDI and other investment flows for each of

the G7 countries from the IFS. Assets (outflows) and liabilities (inflows) are reported separately.

Foreign Direct Investment: Inflows are direct investment in the reporting economy, n.i.e (line

78bed) International Financial Statistics (IFS); outflows are direct investment abroad (line 78bdd).

FDI includes equity capital, reinvested earnings, other capital and financial derivative associated

with various intercompany transactions between affiliated companies (IFS June 2007). Portfolio

Investment: Inflows are portfolio investment liabilities, n.i.e., (line 78bgd); Outflows are portfolio

investment assets (line 78bfd). Portfolio investment includes financial securities of any maturity,

including corporate securities, bonds, notes and money market instruments, other than those included

in direct investment or reserve assets. Portfolio investment is reported in IFS data as combined

debt and equity portfolio investment. It can be separated into equity securities and debt securities.

Equity securities assets (line 78bkd) and equity securities liabilities (line 78bmd) include shares, stock

participation, and similar equity investments (e.g., American depository receipts and global depository

receipts). Debt securities assets (line 78bld) and debt securities liabilities (line 78bnd) include bonds,

debentures, notes and money market or negotiable debt instruments. Other Investment: Inflows

are other investment liabilities (line 78bid IFS); outflows are other investment assets (line 78bhd IFS)

and include all financial transactions not covered in direct investment (FDI), portfolio investment,

financial derivatives or other assets. This category comprises trade credits, loans, transactions in

currency and deposits and other assets/liabilities. Total equity flows are calculated as equity
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securities + foreign direct investment, for both inflows (liabilities) and outflows (assets), to create

total equity liabilities and total equity assets. Total debt flows are calculated as debt securities

+ other investment, for both inflows (liabilities) and outflows (assets) to create total debt liabilities

and total debt assets. Total flows include total equity flows plus total debt flows. They are broken

down into total inflows (liabilities) and total outflows (assets). Hence, net total flows are decomposed

as follows:

Type Component

Foreign Direct Investment FDI }
Total Equity

Foreign Portfolio Investment Equity

Debt }
Total Debt

Other Investment Other Debt

We remove the few outliers for which we have anecdotal evidence indicating an extraordinary

individual quarterly flow. We substitute those outliers with five-years moving averages of the flow,

centered around the quarters where the abnormal flows are registered.

Liberalization Variables. Financial Liberalization (FL) in Kaminsky and Schmukler (forthcom-

ing) is the mean of the measures of liberalization for capital controls, the domestic financial sector,

and the stock market. Each measure of liberalization may get one of three possible qualitative values:

none, partial, or full. The levels are coded numerically and averaged across the three areas to give a

single numerical level of FL. We use the dates of change in the level of capital account control as exoge-

nous breaks to estimate shifts in variances, correlations, and covariances. The levels of liberalization

are defined as follows.

National Accounts Data, Interest Rates and Inflation Measures.

We use quarterly data from the Quarterly National Accounts (QNA) of the OECD on Gross

Domestic Product and Gross Fixed Capital Formation, compiled according to the 1993 System of

National Accounts, when available. If the time series are not long enough, we splice the OECD series

with the Doyle and Faust (2005) dataset, constructed with OECD QNA series. Data for the period

1975Q1-1977Q4 are from the same paper. To splice the data and construct a full series, we use quar-

terly growth rates over the earlier samples. For Germany, we take quarterly growth rates of West
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German GDP and investment up to 1991Q1, when reunification occurred. After reunification, we use

data on the unified country, using the splicing method described in Doyle and Faust (2005) to retain

consistency.

Other Data Sources are obtained from the following sources (base years in brackets). Real GDP,

Nominal and Real Gross Fixed Capital Formation : (i) OECD-QNA Chained Price index: Canada*

(1997), Germany* (2000), Italy (2000), Japan (2000), United Kingdom (2003), Denmark (2000), Fin-

land (2000), Norway (2003), Portugal (2000), Spain (2000), Sweden (2000). (ii) OECD-QNA: Korea

(2000 Won), Mexico (1993 Pesos). (iii) ECD-MEI: Brazil (2000), Indonesia (2000). (iv) IFS: Ar-

gentina (1993), Peru (1994), Philippines (1985), Thailand (1988), Turkey (1995). (v) INSEE Chained

Price index: France (1980). (vi) BEA Chained Price index: USA (2000). Nominal Interest Rate and

inflation measures are from the IFS: Overnight Money market rate (Canada, United Kingdom), Call

Money rate (France, Germany), Money market rate (Italy, Japan), Federal Funds Rate (USA), CPI-

All items (Germany, Italy, Japan, United Kingdom), CPI-All cities over 30,000 (Canada), CPI-108

cities (France), CPI-All items city average (USA).

B Method III: Breaks at Unknown Dates

We estimate the best simple univariate AR (K) model for the generic series, st:

st = µ + ΣK
k=0αkst−k + εt, (eq:st)

where εt is a serially uncorrelated, possibly heteroskedastic, random error term; µ is the intercept

term, and α0 = 0. The conditional variance of st is V ar (st|st−k; k = 1, ...,K) = V ar (εt) = E
(
ε2
t

)
−

[E (εt)]
2 = E

(
ε2
t

)
.

In general, with heteroskedasticity, E
(
ε2
t

)
= E

(
ε2
t |zt

)
= σ2 + z′tα, therefore ε2

t = σ2 + z′tα +[
ε2
t − E

(
ε2
t |zt

)]
= σ2 + z′tα + vt, where zt is an exogenous variable and E (vt|zt) = 0. We assume that

heteroskedasticity, if any, takes the form:

E
(
ε2
t |zt

)
= γ0 + Dtγ1 (E)
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where Dt is a dummy variable that controls for the shift in the innovation variance, γ0 and γ1 are

two constants to be estimated. Dt is a vector of T observations – where T is the sample size – which

contains zeros until a structural break is detected and then contains ones for the remainder of the

sample. We allow for a possible one-time structural break only. We regress ε̂2
t from (st) on a constant

and then test for the presence of structural shifts in the intercept term using a sequence of breakpoint

Chow tests at different dates. We constrain the potential break to occur in the middle 70 percent of

the sample. The null of the Chow test is no structural breaks. Relevant statistics above the critical

values show that the null can be rejected and that at least a one-time structural break is in the data.

Sequential breakpoint Chow tests select possible time intervals within which the actual break may

be found. By focusing on the maximal statistics, we can isolate individual dates in correspondence

to which the probability of a one-time break is maximized. However, the critical values produced

by this recursive approach might be not always reliable. Let Ft be the F (Wald) statistic of the

breakpoint Chow test at time t. Then consider three statistics, for which exact asymptotic theory

exists: a) supF = supt∈[t1,t2] Ft (Quandt/Andrews), b) exp F = ln
[∫ t2

t1
e

(
Ft
2

)
dwt

]
(Exponentially-

Weighted F), and c) ave F =
∫ t2
t1

Ftdwt (Average F), where wt is a measure that puts weight 1
t2−t1

on each integer t in the interval [t1; t2], t1 and t2 representing the boundaries of the time interval

along which the sequence of Chow tests is executed. We usually set t1 = 0.15T and t2 = 0.85T . 27

Hansen (1999) develops a fixed-regressor grid-bootstrap procedure to derive the first-order asymptotic

distribution for these statistics.28 His grid-bootstrap allows for arbitrary structural changes in the

regressors, including simple structural shifts, as in the case described in this work as well as for

lagged dependent variables and heteroskedastic error processes. Probability levels for each statistic

are computed following Hansen’s indications and by making use of large Monte Carlo simulations.
27The exp F statistic is optimal against distant alternatives, whereas the ave F statistic is optimal against very local

alternatives. Hansen (1999) and Hansen (2000) refine Andrews and Ploberger (1994)’s method by showing that their
statistics may vary with structural changes in the regressors of the test equations.

28Hansen (1999) proposes a grid-bootstrap method to construct confidence intervals with improved performance
over conventional bootstrap methods when the sampling distribution depends upon the parameter. The basic idea
is to calculate the bootstrap distribution over a grid of values for the parameter of interest and form the confidence
interval by the no-rejection principle. This framework perfectly applies to autoregressive models, where it is known that
conventional bootstrap methods fail to provide correct first-order asymptotic coverage when an autoregressive root is
close to unity. In contrast, the grid bootstrap is first-order correct globally in the parameter space. The bootstrap treats
all the regressors as exogenous even when they contain lagged values of the dependent variable. Note that Hansen (1997)
derives asymptotic distributions for all three statistics. The two methods return identical results for tests such as those
designed in this section.
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By returning the same estimated breakpoint date as in the sequence of breakpoint Chow tests, this

approach either confirms or rejects the findings of the näıve procedure.

C Constructing the Bootstrap Distribution for ∆̂θ

In the simple case of two countries, A and B, let XA,t = {XA,s}T
s=1 and XB,t = {XB,s}T

s=1 denote

two observed time series, with Br being an exogenous breakpoint between the first and the T -th

observation. Each series is thus split into two subsamples, X1
A,t = {XA,s}Br

s=1, X1
B,t = {XB,s}Br

s=1,

X2
A,t = {XA,s}T

s=Br+1, and X2
B,t = {XB,s}T

s=Br+1. Let θ be either the correlation coefficient or the

covariance. In the first subsample, let wA,i,l and wB,i,l respectively denote the blocks
{

X1
A,s

}i+l−1

s=i

and
{

X1
B,s

}i+l−1

s=i
of length l starting at X1

A,i and X1
B,i, with X1

A,i = X1
A,1+{(i−1) mod Br}, X1

B,i =

X1
B,1+{(i−1)mod Br}, X1

A,0 = X1
A,Br, and X1

B,0 = X1
B,Br. Finally, let I1, I2, ... be a stream of random

numbers uniform on the integers 1, ..., Br, and let L1, L2, ... be a stream of random numbers indepen-

dently drawn from a geometric distribution, Prob (L = l) = λ (1 − λ)l−1 with l = 1, 2, .... The inverse

of λ is the expected block length, E (L) = 1
λ , to be estimated through an inner procedure based on an

automatic rule that minimizes an appropriate objective function. Given
(̂

1
λ

)
, the algorithm that gen-

erates a couple of stationary bootstrap time series replicates over the first subsample, X1∗
A,t and X1∗

B,t,

runs as follows: (i) set X1∗
A,t = wA,I1,L1 , X1∗

B,t = wB,I1,L1 , and j = 1; (ii) while length
(
X1∗

A,t

)
< Br,

increment j by 1 and redefine X1∗
A,t and X1∗

B,t as X1∗
A,t := X1∗

A,t∪wA,Ij ,Lj and X1∗
B,t := X1∗

B,t∪wB,Ij ,Lj ; (iii)

if length
(
X1∗

A,t

)
> Br, discard the two series of pseudo-data just generated and restart resampling

from (i) after drawing new streams of Ij ’s and Lj ’s. We apply this scheme to both the first and the

second subsamples NB
O times. At each complete resample of the original data, we estimate and collect

∆̂θ
∗

=
{

θ̂
(
X2∗

A,t, X
2∗
B,t

)
− θ̂

(
X1∗

A,t, X
1∗
B,t

)}
to compose the bootstrap distribution of ∆̂θ. The same

logic, with just one country and one time series, applies, if the statistic of interest is the variance.

D Estimating Accurate Confidence Intervals for ∆̂θ

The following notation applies to the case of either correlations or covariances; by extension, it is also

applicable to the case of variances, if only one time series is taken into account. Let XA,t and XB,t be
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two variables and I0

(
α;XA,t, XB,t;X∗

A,t, X
∗
B,t

)
the uncorrected bootstrap percentile confidence inter-

val of nominal coverage probability α for ∆θ. X∗
A,t and X∗

B,t are two generic resamples with replace-

ment from XA,t and XB,t. I0 is constructed from sample and resample information. Usually, in empiri-

cal applications, the coverage probability of I0, namely P (α) = Prob
{

∆θ ∈ I0

(
α;XA,t, XB,t;X∗

A,t, X
∗
B,t

)}
,

differs from α. There exists a real number, %α, such that P (%α) = α.

Let I0

(
α;X∗

A,t, X
∗
B,t;X

∗∗
A,t, X

∗∗
B,t

)
be a version of I0

(
α;XA,t, XB,t;X∗

A,t, X
∗
B,t

)
computed using in-

formation from X∗
A,t, X∗

B,t, X∗∗
A,t, and X∗∗

B,t; X∗∗
A,t and X∗∗

B,t are resamples with replacement of X∗
A,t

and X∗
B,t. An estimate of P (α) is

P̂ (α) = Prob
{

∆̂θ ∈ I0

(
α;X∗

A,t, X
∗
B,t;X

∗∗
A,t, X

∗∗
B,t|XA,t, XB,t

)}
.

Let NB
O be the number of bootstrap replications at the outer level of resampling, then P̂ (α) is

calculated as

P̂ (α) =

∑NB
O

nB
O=1

1
{

∆̂θ ∈ I0,nB
O

(
α;X∗

A,t, X
∗
B,t;X

∗∗
A,t, X

∗∗
B,t

)}
NB

O

.

Since distribution information on X∗∗
A,t and X∗∗

B,t given X∗
A,t and X∗

B,t is unavailable, an inner

level of resamples (say, NB
I resamples for each outer resample,29 nB

O) from X∗
A,t and X∗

B,t is used to

outline the features of that distribution.30 The bootstrap estimate for %α is the solution, %̂α, to the

equation P̂ (%α) = α ∴ %̂α = P̂−1 (α).31 The iterated bootstrap confidence interval for ∆θ is then

I1

(
%̂α;XA,t, XB,t;X∗

A,t, X
∗
B,t

)
.

29We use 1, 000 replications for the outer bootstrap; 500 for the inner bootstrap. There exists a serious trade-off
between number of resamples and computation time that must be taken into account.

30Bootstrap samples are drawn using the same nonparametric method in the main and nested bootstraps.
31With discrete variables and discrete bootstrap distributions, an exact solution for this equation cannot always be

found, unless we use smoothing techniques. We choose the smallest value %̂α such that P̂ (%̂α) is as close as possible to α,

i.e., such that
∣∣∣P̂ (%α)− α

∣∣∣ is minimized over a grid of values and additional conditions defining tolerance are satisfied.

Refer to De Pace (2008) and the related Companion Technical Appendix for further information on the solving algorithm
and on the other estimation procedures adopted in this paper.
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